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ABSTRACT

Many mobile applications have resorted to deep neural networks
(DNN5s) because of their strong inference capabilities. Since both
input data and DNN architectures could be sensitive, there is an
increasing demand for secure DNN execution on mobile devices.
Towards this end, hardware-based trusted execution environments
on mobile devices (mobile TEEs), such as ARM TrustZone, have
recently been exploited to execute CNN securely. However, run-
ning entire DNNs on mobile TEEs is challenging as TEEs have
stringent resource and performance constraints. In this work, we
develop a novel mobile TEE-based security framework that can
efficiently execute the entire DNN in a resource-constrained mo-
bile TEE with minimal inference time overhead. Specifically, we
propose a progressive pruning to gradually identify and remove
the redundant neurons from a DNN while maintaining a high infer-
ence accuracy. Next, we develop a memory optimization method
to deallocate the memory storage of the pruned neurons utilizing
the low-level programming technique. Finally, we devise a novel
adaptive partitioning method that divides the pruned model into
multiple partitions according to the available memory in the mobile
TEE and loads the partitions into the mobile TEE separately with
a minimal loading time overhead. Our experiments with various
DNNs and open-source datasets demonstrate that we can achieve
2-30 times less inference time with comparable accuracy compared
to existing approaches securing entire DNNs with mobile TEE.
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Figure 1: Our approach takes two steps to enable secure and efficient
DNN execution in mobile TEE to defend against Machine Learning
attacks on mobile devices.

1 INTRODUCTION

Deep Neural Networks (DNNs) have achieved remarkable successes
in a broad range of mobile applications such as image recogni-
tion [25], mobile entertainment [18], and VR/AR applications [16],
due to their performance scalability and self-adaptiveness [30].
However, recent studies show that DNNs and their memorized
information on mobile devices are subject to a variety of security
threats, such as Membership Inference Attack (MIA) [53], Data
Reconstruction Attack (DRA) [7] and Property Inference Attack
(PIA) [35]. Thus, protecting DNNs and preserving their data privacy
are critical for developing mobile applications on resource-limited
mobile devices. In recent years, mobile devices have been increas-
ingly equipped with small hardware-isolated Trusted Execution
Environments (TEEs) responsible for security-critical operations.
A TEE employs the hardware security primitive to protect sensi-
tive contents (e.g., private data and DNN architecture) executed
in it even if an attacker has compromised the operating system.
However, it is very challenging to execute DNNs using TEEs on
mobile devices (mobile TEEs) due to the huge gap between the high
demand for resources (i.e., memory and computing power) of DNNs
and the stringent resource constraints of mobile TEEs. For instance,
ResNet-50 [55] on the ImageNet [50] dataset demands over 150MB
of memory, whereas the typical implementation of the mobile TEE
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only has up to 16MB of memory (i.e., Arm TrustZone Cortex-A [52]).
Although it is physically feasible to deploy more resources into
the secure world (e.g., memory), doing so is directly against the
security principle of maintaining a small Trusted Computing Base
(TCB) and would result in an increased level of exploitable security
vulnerabilities [2, 6, 58]. For example, Cerdeira et al. [2] discovered
that using large sizes of TCB (e.g., Qualcomm TEE) will expose more
potential vulnerabilities to attackers. Thus, the industry followed
this principle and limited the resources (e.g., secure memory) in mo-
bile TEE (e.g., SMB-16MB for Raspberry Pi 3 Model B, HiKey family,
and Juno) [32, 38] to keep the TCB as small as possible. For the
cloud TEE (i.e., Inter SGX [3]), the physically protected memory is
also limited to 128MB set in BIOS. Furthermore, the TEE-supported
operating system also limits the memory size (e.g., OP-TEE [34] for
32MB). In this work, we aim to develop a secure and efficient DNN
execution framework via mobile TEE, which adopts this security
principle with a small mobile TEE size (i.e., 16 MB) to decrease the
level of exploitable security vulnerabilities.

Several existing works [38, 58] have tried to address the above
challenge of securing DNN execution on mobile devices by execut-
ing partial DNN (e.g., the first few layers) in a mobile TEE and the
rest of the DNN outside the mobile TEE. However, these approaches
still have traceable information outside TEE that can be compro-
mised by attackers (e.g., Bit-Flip Attack [47]). Recently, researchers
propose to secure the entire DNN execution by entirely or partially
offloading the DNN executions to the TEE on cloud servers (i.e.,
cloud TEEs), which have more resources than mobile TEEs. For
example, Occlumency [26] leverages cloud TEEs (i.e., Intel SGX) to
execute the entire DNN. HybridTEE [6] puts the first few layers
of DNNs in a mobile TEE and the rest in a cloud TEE to reduce
the workload of the mobile TEE. Although these approaches can
meet the desired security requirement of protecting the entire DNN
execution, they heavily rely on network connections which may be
unpredictable and unstable. Furthermore, these existing approaches
suffer from communication degradation since a large number of in-
termediate results need to be transmitted from mobile devices to the
cloud server during the DNN execution. Although the advancement
of mobile network technologies (e.g., 5G) can mitigate communi-
cation degradation, they still involve concerns about data privacy
and network connection availability. More importantly, none of the
existing works take the computation efficiency of execution into
account when leveraging mobile TEEs, which is a critical factor
impeding the deployment of DNNs in resource-constrained mobile
TEEs.

In this work, we develop an innovative secure and efficient DNN
execution framework using mobile TEEs. Our approach is the first
framework that allows resource-constrained mobile devices to se-
curely execute the entire DNN with high accuracy and low latency.
Unlike existing approaches [38, 44] that only optimize DNN infer-
ence accuracy in mobile TEEs, we aim to achieve high inference
accuracy while minimizing the inference time and execution over-
head. Toward this end, we develop the progressive pruning and
memory optimization methods to gradually identify and remove
redundant neurons (i.e., filters in convolutional layers and nodes
in fully connected layers) of a target DNN. In contrast to other
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compression techniques (e.g., quantization [61], low-rank factoriza-
tion [36], and knowledge distillation [59]), pruning has the advan-
tages of low power consumption, memory efficient, and provides
faster inference with minimal accuracy compromise [30]. Thus,
pruning is more suitable and necessary to run a large-size DNN
in memory-constraint mobile TEE. A novel adaptive partitioning
and loading method is designed to separate the pruned model into
optimal-size partitions according to the available memory of the
mobile TEE and execute them in the mobile TEE efficiently. Fig-
ure 1 illustrates the basic idea of our approach. We assume machine
learning attackers can access non-secure memory on mobile devices.
The attackers aim to compromise the integrity and confidentiality
of the DNN inference on mobile devices. With our unique design
of the fine-grained pruning and resource-aware partitioning, our
approach enables various time- and privacy-sensitive mobile appli-
cations that existing approaches cannot support, including mobile
VR/AR applications [16] involving users’ private location informa-
tion, mobile human-computer interaction (HCI) applications [4]
involving users’ daily activities, voice signatures and hand gestures,
and mobile security applications [14] using security tokens and
biometrics.

There are many challenges in realizing such an optimization
mechanism for secure DNN inference using mobile TEE. To name
a few, designing an effective and efficient pruning method to en-
able DNN execution in TEEs is nontrivial. It requires the pruning
method to accurately identify the redundant model parameters
with minimal retraining iterations. In addition, existing pruning
approaches (e.g., [63, 64]) cannot deallocate the memory space of
pruned parameters because they adopt the static memory allocation
technique (e.g., static array in TensorFlow and PyTorch). Thus, the
pruned DNN s require the same memory and computational cost as
pre-trained models, which cannot fit into resource-constrained mo-
bile TEE. Moreover, no existing works support executing the entire
DNN of various sizes (e.g., small size and large size) in the mobile
TEE because they cannot efficiently partition and load multiple
layers into mobile TEEs. Furthermore, most DNNs use a large size
of memory (e.g., ResNet-50 requires 150MB) or have many layers
(e.g., GoogLeNet has 57 layers). Thus, it is hard to execute DNNs in
mobile TEE efficiently if we use existing layer-by-layer partitioning
and loading approaches, which cannot support various time- and
privacy-sensitive mobile applications.

To address these challenges, we jointly employ a structure prun-
ing approach to reduce memory and computational cost. To main-
tain the high inference accuracy, we propose salient score to measure
the global importance of each neuron. In contrast to simply remov-
ing a neuron in each pruning iteration, we design a scale gate to
gradually adjust the impact of neurons on the network, which helps
to reduce the re-train iterations for achieving a reasonably high
model accuracy. We design a low-level re-coding mechanism that
facilitates the irregular neuron patterns to a regular one and deallo-
cates the memory storage for pruned neurons. Thus, the optimized
DNNs can use reduced memory and computation costs and achieve
inference speedup on resource-constrained mobile devices. In ad-
dition, our approach adopts an adaptive partitioning method that
divides the DNNs into multiple parts, which contain as many layers
as possible while satisfying the memory constraint of the mobile
TEE. The proposed multi-layer loading method can load needed
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parts into mobile TEE with minimal loading iterations. Compared
to the existing approaches of only loading and executing one layer
of DNN in the TEE in each iteration, our approach significantly
reduces loading iterations and inference time overhead, especially
for large DNNS.

We summarize our main contributions as follows:

e We propose a novel structured pruning-based optimization mech-
anism to enable the secure execution of DNNs in resource-
constrained mobile TEEs. Our optimization mechanism is the
first of its kind that can accurately identify redundant neurons,
significantly reduce the actual memory usage of DNNs, and effi-
ciently execute all DNN layers in mobile TEEs.

e We develop a fine-grained structured pruning method that grad-
ually analyzes and adjusts the impact of the neurons on the
DNN’s loss. As a result, the pruning method can accurately iden-
tify redundant neurons having minimal impact on the inference
accuracy with significantly reduced retraining iterations.

o We develop a low-level re-coding optimization mechanism that
transfers irregular neuron patterns to regular ones and deallo-
cates the memory storage of pruned neurons. Such an approach
reduces the memory usage of DNNs and facilitates DNN execu-
tion in resource-constrained mobile TEEs.

o We design an adaptive partitioning method that dynamically par-
titions the pruned DNNs into the partition containing as many
layers as possible while fitting the memory constraint of the mo-
bile TEE. The proposed adaptive partition method significantly
reduces the loading iterations and inference time overhead com-
pared to the existing layer-by-layer loading approaches.

e We put great effort into implementing the first framework using
Darknet [48], DarkneTZ [38], and OP-TEE. The framework can
significantly reduce the effort of developing future research on
DNN optimization in Arm TrustZone. We report the implemen-
tation details and our experience in this work. The source code
of the framework is shared through the public repository.

o Extensive experiments are conducted to evaluate the effective-
ness of our approach with various DNNs and datasets. Evaluation
results demonstrate that we can achieve 2-30 times less inference
time with comparable accuracy compared to existing approaches
(i-e., LL-TEE, TrustedDNN) securing entire DNNs with mobile
TEE.

2 BACKGROUND

2.1 Trusted execution environment (TEE)

The recent developments of TEEs have enabled the opportunity
to secure the computation-intensive workload. A TEE enables the
creation of a secure area on the main processor that provides strong
confidentiality and integrity guarantees to any data and codes it
stores or processes. Over the last few years, significant research
and industry efforts have been devoted to developing secure and
programmable TEEs for high-end devices and mobile devices (e.g.,
Arm TrustZone and AMD SEV [41]). The most popular TEE that
provides access protection to mobile devices is Arm TrustZone.
ARM TrustZone divides the entire System-on-Chip resources
into two “worlds”: The normal world executing vulnerable and
untrusted applications is referred to as the Rich Execution Envi-
ronment (REE). The secure world executing secured applications
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is referred to as TEE. Accordingly, a security-sensitive applica-
tion divides itself into two components: an REE-side component
called Client Application (CA) and a TEE-side component called
Trusted Application (TA). All sensitive operations are isolated in
TA, which usually runs on a Trusted OS inside the TEE. By leverag-
ing the TrustZone hardware-assisted isolation, the confidentiality
and integrity of TAs are protected from the untrusted REE. To over-
come the security and privacy issues of DNN inference, we propose
to execute the entire DNNs inside the TrustZone by leveraging
hardware-based protection mechanisms.

2.2 Neural Network Pruning

Neural network pruning aims to compress the DNNs by remov-
ing the redundant parameters to facilitate the dense network
into a sparse one. Pruning approaches can be categorized as non-
structured pruning and structured pruning. Non-structured prun-
ing [29, 62] prunes weights achieving high pruning rates and
promising accuracy, but the resulting pruned model has sparse
weight matrices. As a result, we can not skip the computational pro-
cess for pruned weights to reduce the overall computational cost in
real implementations [43]. Structured pruning [60, 64] removes the
whole filter with a regular structure form, making it more suitable
to obtain direct acceleration on mobile devices.

Since current mobile TEEs have limited memory (e.g., 8-16MB), it
is hard to load and execute the entire DNN in the mobile TEE simul-
taneously. For example, the Arm Trustzone used for this study of-
fered 16MB of memory, whereas VGG-16 [54] on the ImageNet [50]
dataset demand over 630MB of memory. To overcome this issue, we
develop a structured pruning method that removes the unimportant
neurons of DNNs to compress their size. As a result, the memory
and computation demand of DNNs can be significantly reduced,
and the pruned DNNs can be deployed into resource-constrained
mobile TEEs while maintaining high accuracy.

3 METHODOLOGY
3.1 Threat Model and Assumptions

We consider an adversary that can access the non-secure memory
on mobile devices (e.g., an actual user with authenticating, malicious
third-party software, or compromised OS). The goal is to compro-
mise the confidentiality and integrity of the target DNN model
during the inference, including: 1) modifying the input, weight, and
intermediate results to alter the inference results; and 2) reconstruct-
ing the DNN model by using information (e.g., input, intermediate
results, weight) obtained during inference. We only trust mobile
TEE to guarantee the integrity and confidentiality of the data, DNN
model, and software. We do not consider the side-channel attack
leveraging the memory information inside the mobile TEE to com-
promise the DNNs.

We assume training and pruning processes can guarantee the pri-
vacy and integrity of DNNs on the server. We also assume the input
data and pre-trained DNN model deployed on REE are encrypted
using secure protocols (e.g., MD5 hash [49]). TA will decrypt the
loaded part and then execute the DNN inference inside mobile
TEE. Decryption/encryption keys are securely provisioned into
the secure/insecure world. Several existing works [26, 31, 38] have
demonstrated that such decryption and encryption processes are
practical in use, and the decryption only introduces a few time
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Figure 2: Illustration of our proposed approach.

overheads (i.e., less than 5% of inference time) in real-world imple-
mentations.

3.2 Design Goals

Our design aims to achieve the following goals:

Securing the entire DNN inference. We aim to protect in-
ference process and results. Moreover, we seek to safeguard DNN
weights and intermediate results generated during inference since
malicious attackers can use it to reconstruct input data, infer sensi-
tive information, and generate unexpected outputs.

Reducing the DNN inference time overhead. Inferencing
DNNs on mobile TEE introduces significant inference time overhead
due to its memory and computation constraints. The proposed
approach aims to improve memory and inference efficiency to
generate minimal inference time overhead while protecting the
entire DNN inference using the mobile TEE.

Maintaining the high inference accuracy. Our goal is not to
achieve a higher pruning rate compared to the existing state-of-the-
art pruning approaches (e.g., [30, 40, 57]). We aim to maintain the
high inference accuracy for the pruned DNNs while achieving as
much as more pruning rate. Thus, large DNNs could be compressed
and deployed on mobile TEE with high inference accuracy.

3.3 Design Overview

We aim to secure the entire DNN inference on mobile TEE and
improve the inference efficiency. Considering the limited memory
and computational resources of mobile TEE, we design a two-step
mechanism that first prunes the redundant neurons to reduce the
memory and computational cost of the DNN and then optimizes
the pruned DNN to accelerate the inference speed on the mobile
TEE. The flow of the proposed framework is illustrated in Figure 2.

First, we perform a Progressive Pruning to suppress the impact
of redundant neurons on the network gradually and then remove
them with the minimal accuracy loss. To identify the redundant
neurons globally, we propose the neuron salient score in Section 3.4
corresponding to the impacts on the DNN’s performance. To enable
neurons’ gradual adjustment in importance, we design a scale gate
and update masks associated with each neuron using three different
strategies (amplify, hold, and suppress) according to their differ-
ent levels of salient score. We identify the unimportant neurons
by examining the value of masks with a threshold approach. The
pruning iteration stops when the number of unimportant neurons
reaches a target compression ratio. Finally, we perform a one-time
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pruning to remove the identified unimportant neurons. At the tar-
get compression ratio, our approach performs the retrain to recover
the DNN’s accuracy. Since the unimportant neurons are removed
with minimal impact on the DNN, the accuracy drop in the DNN
caused by the removed neurons is smaller than the traditional direct
pruning approach.

Next, we propose an Inference Optimization mechanism to opti-
mize the DNN inference for reducing the memory storage and ac-
celerating inference. Specifically, we develop a low-level re-coding
optimization method that reorders the neurons to a regular pattern
and removes the occupied storage of pruned neurons by using the
low-level programming technique (i.e., C programming). Compared
with the existing pruning approaches without using such an opti-
mization method, our approach achieves memory reduction in a
real-world implementation since the allocated memory of pruned
neurons is de-allocated. To minimize the mobile TEE loading it-
erations and time, we design an adaptive partitioning mechanism
(i.e., layer-wised and sub-layer) that partitions the optimized DNN
into multiple parts. The layer-wised approach ensures each part
contains as many layers as possible and fits into the available size
of the mobile TEE. The sub-layer approach divides the one layer
into multiple parts with the maximum size if the size of one layer
exceeds the available size of the mobile TEE. Thus, the entire opti-
mized DNN could be loaded and run on mobile TEE separately with
minimal loading iterations and time. During the DNN inference,
when the current part completes its execution, our approach keeps
the necessary results as the input for the next needed part to load.
The process is repeated until the final output is generated. The
details of each step are described in the following sections.

3.4 Progressive Pruning

In this paper, we employ structure pruning to jointly reduce the
memory demand and improve the inference efficiency. Consider
a set of training examples D = {X = {xp,x1,---,x;},Y =
{yo0,y1,- -+ ,yz}}, where x and y represent inputs and target out-
puts, z is the size of training set, respectively. The neurons N =
{no,ni,-- -, ng} are optimized to minimize the cross-entropy loss
L(N; D) between the prediction results and ground truth. During
pruning, we refine a subset of neurons N’ that tries to preserve
the accuracy of the original network as much as possible. This
corresponds to an optimization equation:

?}\}n} ILIN";D) = LIN;D)| st | N [lo< 0, (1)

where N is a subnet of N, 0 is a target pruning rate, || - ||o is the Lo
norm. To minimize the difference in accuracy between the full and
pruned DNN, we need to identify the importance of each neuron
correctly. Thus, we design a mask M, which is a vector of auxiliary
indicator variables m; € {0, 1} for every neuron in N. With this,
we leverage M to measure the importance of N to the DNN and
decide whether to prune them or not based on their corresponding
mask values in M. Equation 1 can be modeled as:

x{nﬂidr}lu:(/\/oﬁ;ﬂ)—L(NQM;z)n st | M o< 0, (2)

where M are the masks for the pruned model, in which the value
of the corresponding pruned neuron is 0, © is the Hadamard mul-
tiplication. To finalize the M of the pruned model, we propose to
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capture the impact of loss with and without i*" neuron as:

ALi(N;D) = LINOM; D) - LINOM; D),  (3)
where ]\711- and M; are the masks with and without the i*? neuron,
respectively. However, Equation 3 is computationally expensive
as it requires millions of forward passes over the dataset. To solve
this problem with reasonable computing cost, we use the partial
derivation of the loss function with respect to the ith mask M to
approximate AL;(N; D) = 0i(N; D) = 0L(N © M; D)/oM;.

Based on 03 (N; D), we define a neuron salient score ¢; to measure
the importance of neurons as [19]:

k
e = |oi(N: D)1/ Y 0 (N: D). @
=1

The neuron’s salient score ¢; V\iould reflect the importance of
the i*h neuron to the DNN since the magnitude of ¢; indicates the
impact of i h neuron on the network loss. Existing pruning methods
directly remove the redundant neurons by setting the binary masks
with the value of 0 in a one-shot pruning manner. Such approaches
have coarse-grained resolutions on discovering neurons’ impor-
tance and may result in degraded performance with possible loss
of essential features by mistake. Moreover, the degraded perfor-
mance requires more iterations in the retraining step to recover
the accuracy. Since the estimation of neural salient score is the key
to the accuracy of the pruning approach, we propose to iteratively
identify the salient score and adjust its value.

The proposed progressive pruning consists of the following three
steps: 1) iterations of identifying neuron salient score and adjusting
their impact on the network; 2) stop pruning after reaching the
target accuracy drop; 3) fine-tune the network until convergence on
the target task. In contrast to the existing approaches, we analyze
and adjust the neurons’ salient score in a fine-grained way by
gradually updating the mask. As a result, our approach can ensure
minimal accuracy drop while removing the neurons, facilitating
iteration reduction in the retraining process.

Specifically, in each pruning iteration, we derive a list of salient
scores ¢ = {e1,---, ¢} for each neuron using Equation 4 and
sort the list by the descending order: ¢ = {gf, .. ,82}. The &°
is then split into three sublists based on their impact on the net-
work: eflmp = {gf, e 8aqt E;wld = {SZ_H, -, %}, and sﬁul, =
{EZ_H, cee 52}, where a and b are boundary index of three sublists.
To dynamically track the impact of each neuron on the network
with various input samples and adjust their impact in a fine-grained
way, we design a dynamic updating strategy (i.e., amplify, hold, and
suppress) for updating corresponding mask by using a scale gate o;:
ml' = a; X mj. We determine the value of @; by using the following
strategy:

Aiamp,  Ciamp > 1, when & in gy,
@i =\ %ipold> @ihold =1 wheneineg . (5)
Cisup, 0 <aisup <1, whenefin eﬁup.

Our approach ensures the impact of unimportant neurons on
the network decays gradually and will not result in significant
degradation of the accuracy during the pruning process. After mask
updating, we compute the ratio of unimportant neurons based
on the masks that are less than a cut-off threshold g. If the ratio
exceeds a target compression ratio 6, we stop updating the masks
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Figure 3: Our approach takes three steps to optimize the pruned
model to reduce the memory size of the DNN model and ensure the
minimized inference time on mobile TEE.

and performs a one-shot pruning on the unimportant neurons
corresponding to the masks that are less than the cut-off threshold.
Eventually, we perform the retraining process to fine-tune the
model accuracy by recovering certain weights of neurons. In this
work, we empirically determine the scale gate, dividing indices,
cut-off thresholds, and target compression ratios based on input
models.

3.5 Inference Optimization

Although the redundant neurons are removed by progressive prun-
ing, the pruned neuron still occupies the memory space in a real-
world implementation. That is because existing pruning approaches
adopt static memory allocation techniques (e.g., static array in Ten-
sorflow or PyTorch) to store the neurons. Such static memory alloca-
tion techniques cannot really delete the elements from the memory
space. Furthermore, the size of pruned DNN may still suffer from
the memory constraint of mobile TEE. To solve these memory prob-
lems, we employ a three-stage inference optimization mechanism
to reduce the memory occupation: 1) Low-level re-coding: we shape
the irregular neuron pattern to the regular pattern and deallocate
the memory space of the pruned neurons; 2) Adaptive partitioning:
the DNN is partitioned into multiple parts. Each part contains as
many layers as possible while fitting the constraint of memory size
of mobile TEE; 3) Multi-layers loading: the trust application (TA)
loads the needed part, which contains as many layers as possible to
infer the result on mobile TEE with minimal loading time overhead.
Figure 3 illustrates the flow of the proposed inference optimization
mechanism. We describe the details in the rest of this section.

Low-level Re-coding: In traditional pruning approaches, the
pruned neurons still occupy the memory storage because they uti-
lize the static data structure to store the neurons. So the memory
size and computational cost cannot be reduced in a real-world im-
plementation. To address this issue, we propose a low-level recoding
optimization to eliminate pruned neurons’ memory and computa-
tional cost. Specifically, we first extract the sparsity information
from pruned DNNs. It includes neuron patterns and connectivity-
related information (e.g., the pruned neuron patterns presented in
each layer, the connection between the neuron and input/output
channels, the input and output sizes, etc.).

Next, we leverage the extracted information to perform the neu-
ron reordering, which facilitates irregular neuron patterns to the
regular ones [43]. In particular, we first organize the filters with a
similar number of kernels together to improve inter-thread paral-
lelization and order the same kernels in a filter together to improve
intra-thread parallelization. Figure 4 explains neuron reordering
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with a simplified example. Here, a matrix represents a convolutional
layer of the DNN model, where each cell is a kernel. Empty kernels
are the ones pruned by our pruning approach. The kernels in the
same row belong to the same filter and are marked with the same
color. Before the reordering, kernels with different numbers are
randomly distributed in one layer. After the reordering, the filters
with the same number of kernels are grouped together.

Then, we utilize the low-level programming (i.e., C/C++) to opti-
mize the data structure (e.g., array) of the pruned DNNs, storing
the kernel/filter to a new optimized one. Specifically, we manu-
ally redefine the new data structure to replace the original one.
The new data structure allocates the contiguous memory space
with regular memory patterns for the remaining neurons and re-
leases the memory storage for pruned ones. Our approach doesn’t
need any dedicated designed hardware to accelerate the inference
speed or reduce the memory size of pruned models in a real-world
implementation.

Adaptive Partitioning: After low-level re-coding optimization,
the pruned DNN may still exceed the memory constraint of the
mobile TEE. Furthermore, the current programs that utilize the
deep learning framework (e.g., PyTorch) allocate the memory for all
parameters at the beginning of the execution at once [22]. Such im-
plementation results in a high paging rate and time overhead when
DNN size exceeds the available memory size [26]. Thus, we propose
a novel adaptive partitioning mechanism to divide the optimized
DNN into multiple parts. Each part is selected to be sufficiently
small to fit in the limited mobile TEE memory. By executing each
part separately, the entire DNN could be computed in pieces on
mobile TEE. More importantly, each part should contain as many
layers as possible to achieve the minimal inference time overhead
introduced by multiple loading iterations. To achieve these goals,
we develop layer-wised partitioning and sub-layer partitioning
methods to dynamically partition the optimized DNNs based on the
memory requirements of DNN inference and mobile TEE. Although
an existing work, Vessels [22] developed an on-demand parameter
loading method to load the needed parameters to the cloud TEE
during DNN inference, such an approach aiming to minimize the
memory footprint of the DNN model wastes many available mem-
ory resources of TEE. As a result, it introduces the high loading
iterations and inference time overhead. In contrast, our approach
can fully utilize the limited memory resources of mobile TEE and
achieve fewer loading iterations and inference time overhead.

Layer-wised Partitioning: The optimized DNN is broken into
multiple parts containing one or more consecutive layers. Each
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part should have as many layers as possible while fitting the mem-
ory constraint of mobile TEE to have the minimal loading time
iterations. Since the mobile TEE is designed to conceal sensitive
information (e.g., memory usage), we estimate the available size
of mobile TEE and derive the maximum memory size of each part.
We assume that the mobile TEE is only used for DNN inference
and the size of secure memory Memrgg is fixed, which includes
Memr 4 for the TA and Mempgyn for TEE run-time.

We first extract the sparsity information (e.g., neuron pattern,
the memory size of each layer, the memory size of input/output,
and the memory size of intermediate results) from the optimized
DNN. Then the maximal memory size Mem_Part,, of part p could
be computed based on the extracted information as:

J
(Mem_partp)max = Mem_Intri_1+ Z Mem_layer, + Mem_Intr;,

u=i
(6)
where Mem_Layer,, is the memory size of layer u, Mem_Intrj_;
and Mem_Intr; is the memory size of the intermediate result of
layer i —1and i, i € [1,I],j € [i+ 1,1], ] is the number of layers.
When i = 1, Mem_Intry is the input sample. Mem_Part, should
also satisfy for constraint of the secure memory as:

(Mem_partp)max < Memra. (7)

Based on Equation 6 and Equation 7, we can compute memory
size for Mem_Party, for each part.

Sub-layer Partitioning: If the memory size of a single layer still
exceeds the available memory of mobile TEE, the DNN model will
fail to execute. To overcome this issue, we propose a sub-layer
partitioning method that divides a layer into n sub-layers. Each sub-
layer contains a part of neurons and corresponding intermediate
results that could be loaded into secure memory safely. Specifically,
we partition a convolutional layer into multiple sub-layers, which
contain part of the filters and the corresponding output. Further-
more, a fully connected layer is partitioned by multiple sub-layers
by grouping parts of the nodes and their output together. Figure 5
shows an example of proposed sub-layer partitioning methods for
the convolutional layer. The filters in one layer are divided into
two subsets, which, in turns, produces a subset of the intermediate
feature maps. By executing each sub-layer in pieces and combining
the intermediate results for the output of the whole layer, the large
convolutional layers could be run on the mobile TEE.
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The corresponding memory size Mem_Subl; of each sub-layers
can be estimated as:

J
(Mem_Sublg)max = Z Mem_SubIntr, + Mem_Neuron,, (8)
0=1
where Mem_Neuron, is the memory size of neuron v,
Mem_Sublntr, is the memory size of the input and the in-
termediate result of each sub layer v,i € [1,L],j € [i+ 1,1], Is
is the number of neurons of each layer. Mem_Subl; should also
satisfy for the secure memory requirments as:

(Mem_Sublg)max < Memra. 9)

Next, we can compute memory size Mem_Subl for each sub-
layer s. After computing the Mem_Part, and Mem_Subl, we par-
tition the optimized DNN model into n parts and save them into
separated parts for further encryption and loading. Each part may
contain multiple layers or sub-layers of the DNN model and can be
loaded into mobile TEE safely.

Multi-layers Loading. After an optimized DNN is partitioned
into multiple parts, we extract the partitioning information (i.e.,
partition point) and generate a multi-layer loading schedule. The
partitioned DNN and loading schedule are deployed on mobile
devices (e.g., solid-state disk drive (SSD)). Then, the mobile TEE can
load the needed part sequence and inference the predictive result
based on the loading schedule.

Towards this end, we develop a client application (CA) and a
trust application (TA) together to complete multi-layers loading and
inference of the DNN on mobile TEE. Once the inference starts, the
CA first invokes the TA, which initializes the running environment
of the mobile TEE and allocates the secure memory. After the TA
runs in mobile TEE, it loads the needed part of the optimized DNN
into the secure memory. The TA starts the inference and keeps
its output as input for the next partition in the TEE. As each part
depends only on the output of the previous part (or input) and is
stored separately, it can be loaded by the TA into the secure memory
separately. Specifically, the first part with an input sample is passed
and executed in secure memory to compute the activations of all
the neurons it contains first. Once complete, the neurons of the
current part could be discarded and replaced with the next needed
part. The current intermediate result is stored in secure memory
for use as input to the next part. This process is repeated until all
parts of the optimized DNN model are executed in TEE.

Compared with the existing loading methods that load one layer
each time, our multi-layers loading approach significantly reduces
the loading iterations and time overhead. More importantly, while
the existing approaches only focus on partitioning and loading
optimizations on DNNs, our approach optimizes both inference and
loading efficiency simultaneously since the proposed progressive
pruning significantly reduces computation and memory cost.

4 EVALUATION
4.1 Experimental Setup

Implementation. 1) Server Side: The training, pruning, and opti-
mization algorithms are implemented using Darknet library written
in C and are run on a server. 2) Mobile Side: We leverage the Dark-
neTZ to implement TA and CA on a mobile TEE with OP-TEE
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Table 1: DNN models specifications (COVN: convolutional layer, FC:
fully-connected layer)

Model Dataset Memory Size (v MB)  Architecture

MobileNet-V1 CIFAR-10 5 26 COVNSs, 1 FCs
ImageNet 20 26 COVNS, 3 FCs

GoogLeNet ImageNet 32 57 COVNs, 1 FCs
AlexNet ImageNet 320 5 COVNSs, 3 FCs
ResNet-50 ImageNet 150 53 COVNs, 1 FCs
VGG-16 CIFAR-10 95 13 COVNs, 2 FCs
ImageNet 630 13 COVNSs, 3 FCs

operating system, and deploy them on Raspberry Pi 3 Model B+
board (secure memory size is 16 MB: 14MB for the TA + 2MB for TEE
run-time). Although we prototype on an ARM Cortex-A processor,
our approach is portable to lower-end ARM TrustZone processors
(e.g., Cortex-M23/33 with 64KB-1MB memory).

Models and Datasets. We evaluate the proposed approach with
5 typical DNNs including 2 small size models (i.e., GoogLeNet [56]
and MobileNet [17]) and 3 deeper & larger size models (i.e.,
AlexNet [24], ResNet-50 [55] and VGG-16 [54]). We run these mod-
els on two types of datasets: a smaller one (i.e., CIFAR-10 [23]) and
a larger one (i.e., ImageNet [50]). Table 1 summarizes the detailed
configurations of models and datasets.

Pruning Setup. We implement a script that utilizes the Random
Search [1] to auto-search optimal parameters of the proposed pro-
gressive pruning approach one by one. The combinations of optimal
parameters are chosen based on which ones can get the highest
pruning rate with the least loss of accuracy. Note we only need to
perform the pruning and optimization process once for each DNN
on the server before deploying it into mobile TEE. Such a process
would not involve much more effort since the optimized DNN can
be re-used many times. For each dataset, we derive a parameter
setting as {ax amp: A, sup: B> a b}. The range of each parameter is
set t0 G gmp € [1.05,1.2], @ sup € [0.35,0.95], B € [0.2,0.7],
a € [0.01,0.3] =k, b € [0.1,0.7] * k, where k is the number of
neurons of the target DNN.

1) CIFAR-10: parameter settings for MobileNet-V1 and VGG-
16 is {1.1,0.6,0.35,0.01,0.1} and {1.1, 0.6, 0.25,0.01,0.15}, respec-
tively. We train DNNs with the SGD with mini-batch size
128, weight decay 0.0005 and momentum 0.9. The training is
started with a learning rate 0.1, and decayed by 0.9 at every 20
epochs, with total 150 epochs. 2) ImageNet: parameter settings
for MobileNet V1, GoogLeNet, ResNet-50, AlexNet, and VGG-16
are {1.1,0.75,0.5,0.1,0.3, }, {1.1,0.75,0.4,0.1,0.3}, {1.1, 0.3, 0.5, 0.05,
0.4}, {1.1,0.3,0.35,0.05,0.4} and {1.1,0.65,0.35,0.05, 0.3}, respec-
tively. With a mini-batch size of 64, the learning rate starts at 0.01,
which decays by 0.9 at every 30 epochs. The total epochs are 300.

Baselines. 1) REE which runs the entire DNNs on the mobile
REE; 2) Hybrid which runs the first three layers [6, 38] of the DNNs
on mobile TEE, with the remaining layers running in the model
REE; 3) LL-TEE which runs the entire DNNs layer by layer [37] on
the mobile TEE. We use MUL-TEE to denote the proposed loading
approach that loads as many layers as possible into mobile TEE on
unpruned DNN models.

Evaluation Metrics. We measure the proposed progressive
pruning in terms of FLOPs [8] compression rate (FLOPs CR), weight
compression rate (weight CR), accuracy drop (AAcc) and re-train
iterations (Re-iters). We also measure the loading iterations (number
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Table 2: Comparison of different pruning methods on the CIFAR-10
dataset.

Method Weight CR(%) FLOPs CR(%) Re-iters AAcc(%)
. 1xbaseline 0.0 0.0 150K 0.0
i 0.75X baseline 43.0 43.5 150K -0.7
% 0.50% baseline 74.9 74.7 150K -1.2
% 0.25X baseline 93.8 93.6 150K -5.8
< DCP [64] 58.0 73.8 300K +0.41
Our 89.2 90.2 45K +0.3
VCNN [63] 733 39.1 70K -0.1
:i GAL [29] 77.6 39.6 140K -0.2
S ASP[30] 92.7 67.0 140K 0.6
> PFS[57] 483 50.0 300K +0.19
Our 88.2 87.8 60K -0.42

Table 3: Comparison of different pruning methods on the ImageNet
dataset.

Method Weight CR(%) FLOPs CR(%) Re-iters AAcc(%)

1x baseline 0.0 0.0 150K 0.0

= 0.75x baseline 26.0 42.8 150K 3.8
% 0.50x baseline 69.9 73.6 150K -8.1
% 0.25x baseline 93.8 93.6 150K -38.8
< AMC [13] 428 50.1 300K +0.41
= PFC[5) 52.5 56.7 300K +0.41
Our 55.2 52.3 85K -0.4

_,  TUKER 69.2 495 - -0.24
é NISP [60] 67.7 42.32 - -0.23
Our 62.1 40.1 45K -0.32

VCNN 37.3 36.7 180K 0.1

2 NISP 46.4 417 190K -15
o GAL 53.4 50.2 230K -0.6
% DDS [20] 52.1 453 - -3.19
o PFC 54.0 50.3 150K -1.2
Our 42.1 38.3 120K -0.3

DCP 94.3 - 190K 0.4

% PFC 95.4 - 120K -0.2
¥ AUTO [30] 93.2 89.3 130K 0.1
< SA[57] 95.4 - 100K 0.3
Our 90.1 83.5 65K -0.4

DDS 76.8 67.1 210K 2.0

o CP[29] 78.7 67.2 240K -0.4
5 AMC 75.0 65.2 260K -1.4
g SA 73.2 65.0 350K -0.6
AUTO 67.0 - 220K -0.6

Our 74.8 62.5 150K 0.5

of loading times from REE into TEE) and inference latency (total
time to execute a DNN on user input to generate the output).

4.2 Performance of Pruning

4.2.1 Results on CIFAR-10. We first conduct the experiments
with MobileNet-V1 (width multipliers: 1, 0.75, 0.5, 025) and VGG-16
on CIFAR-10 datasets. The multiplier is used to control the number
of channels for all convolution layers. Table 2 shows the comparison
results between our pruning methods and state-of-the-art struc-
tured pruning methods. Against MobileNet-V1 with the DCP, our
approach has 30% and 20% higher Weight CR and FLOPs CR than
the 0.5 baseline MobileNet-V1 and DCP, respectively. Compared
to existing pruning methods on VGG-16, our approach achieves
the comparable weight CR and FLOPs CR, but with 1-5 times fewer
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retrain iterations. These results validate the effectiveness of our
approach on a smaller dataset on both light and large DNN models.

4.2.2 Results on ImageNet. To evaluate the effectiveness of our
pruning approach on large-scale datasets, we further conduct ex-
periments to prune MobileNet-V1, GoogLeNet, ResNet-50, AlexNet
and VGG-16 on the ImageNet dataset. We compare our method
with state-of-the-art pruning methods in Table 3. We observe that
our pruning approach achieves comparable weight CR and FLOPs
CR with fewer retrain iterations than other pruning works. For ex-
ample, the results show that our approach has 14% and 10% higher
weight CR and FLOPs CR than the 0.75 baseline MobileNet-V1. In
addition, the results of ResNet-50, AlexNet, VGG-16, and GoogLeNt
show that our approach achieves comparable weight CR and higher
Flops CR in comparison with other pruning approaches with fewer
retrain iterations.

The evaluation results demonstrate that our pruning method
can identify and remove the redundant neurons effectively, suggest-
ing that the proposed pruning method can achieve a comparable
compression ratio with existing state-of-the-art ones with fewer re-
train iterations. More importantly, as our pruning method does not
impact the inference accuracy, the various size of DNNs could be
compressed and deployed on mobile devices with efficient inference.

4.3 Inference Latency

We compare our approach with three baselines on CIFAR-10 and
ImageNet datasets in terms of loading iterations and inference time.
The results are shown in Table 4 and Table 5.

4.3.1 Results on CIFAR-10. Table 4 shows that our approach sig-
nificantly reduces the loading iterations and improves the inference
speed compared to the unpruned/pruned DNNs in 3 baselines. For
instance, the loading iterations and inference time of our approach
on pruned MobileNet-V1 are 1 and 3.91s, which have 27x/27x and
18x/17x improvements over the unpruned/pruned LL-TEE baseline,
respectively. For VGG-16, we achieve 2.8x/15x and 9.8/9.5x less
loading iterations and inference time over the unpruned/pruned
LL-TEE baseline. We also observe that our approach achieves com-
parable inference time compared with REE and Hybrid baseline
on the unpruned MobileNet-V1 and VGG-16 models without the
concerns of security and network issues. These results demonstrate
the effectiveness of the pruning approach for compressing the DNN
models and improving the inference speed.

4.3.2 Results on ImageNet. We also test our approach on VGG-
16, AlexNet, ResNet-50, GooGleNet, and MobileNet-V1 on the Im-
ageNet to study the performance of our approach on a large and
complex dataset. Note that we are not able to run the unpruned
VGG-16 due to their high memory requirements, which further
justifies our idea of using our approach. The results are shown
in Table 5. We observe that our approach significantly reduces
the loading iterations and improves the inference speed compared
to the unpruned/pruned models in 3 baselines. For instance, the
inference time of our approach on pruned GoogLeNet is 4.34s,
which are 1.3x/1.2x and 27.3x/26.9x improvements over the un-
pruned/pruned GoogLeNet model in Hybrid and LL-TEE, respec-
tively. For AlexNet, we achieve a 7.4x/1.9x less inference time than
the unpruned/pruned LL-TEE baseline. We also observe that we
achieve comparable inference time compared with Hybrid baseline
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Table 4: Comparison of inference time on the CIFAR-10 dataset.
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Table 5: Comparison of inference time on the ImageNet dataset.

Weight Loading Method Inference AAce Weight Loading Method Inference AAcc
CR(%) (Loading Iterations) Speed(s) (%) CR(%) (Loading Iterations) Speed(s) (%)
REE (N/A) 0.75/0.69/0.63 REE (N/A) 1.73/1.56/1.41
Baseline Hybrid (N/A) 4.62/4.21/3.95 0/2.7/202 . Baseline Hybrid (N/A) 5.22/4.95/4.71 0/3.8/8.1
> (1/0.75/0.5)  LL-TEE (27/27/27)  56.72/56.03/55.56 L (1/0.75/0.5)  LL-TEE (29/29/29)  (62.93/60.61/58.45)
2 MUL-TEE (/1/1)  (4.92/4.56/4.12) 2 MUL-TEE (2/2/1)  (7.43/7.15/4.35)
= REE (N/A) 0.58 = REE (N/A) 1.34
60.2% 52.3%
2 (Progressive P14 (V/4) 3.53 od 2 @ _ Hybrid (N/A) 482 o4
rfnin ) LL-TEE (27) 55.12 ‘ r‘r’g;ei:l”)v ¢ LL-TEE (29) 56.92 '
pruning Our (1) 3.91 pruning Our (1) 4.21
REE (N/A) 152 REE (N/A) 1.95
Unpruned Hybrid (N/A) 5.53 Hybrid (N/A) 5.87
0 —  Unpruned 0
° LL-TEE (18) 43.35 3 LL-TEE (58) 11834
& MUL-TEE (7) 13.64 C MUL-TEE (5) 12.52
o REE (N/A) 1.06 & REE 1.46
88.2% . =4 62.1% .
(Progressive Hybrid (N/4) >09 0.2 © (Progressive Hybrid >29 0.32
rfnin ) LL-TEE (15) 39.23 ' rgnin ) LL-TEE (58) 117.63 ‘
pruning Our (1) 4.93 pruning Our (1) 434
REE (N/A) 271
on the unpruned/pruned AlexNet model without the concerns of Unpruned Hybrid (N/A) 6.32 0
security and network issues. We are aware that the loading itera- = LL-TEE (23) 64.85
tions of some DNNs exceed the number of layers. For example, the % MUL-TEE (19) 40.32
loading iterations of pruned VGG-16 on the ImageNet dataset in < 90.1% REE (N/A) 2.09
LL-TEE and our approach are 21 and 15, which are more than the (Progressive Hybrid (N/A) 5.85 0.4
b f1 . . . . . LL-TEE (8) 16.9
number of layers 13. The reason is that if the size of one layer is pruning) Our (3 885
larger than the available size of the mobile TEE, we have to divide E];lrlfl i -
them into multiple parts to ensure each part can be executed in the HRb é I/\I/1)§ i'gi
mobile TEE safely. For example, the size of the first fully connected Unpruned ybrid (N/A) ‘ 0
: e . 2 LL-TEE (54) 112.2
layer of VGG-16 is over 70MB, which is large than the available |
. . . s o] MUL-TEE (11) 25.33
size of mobile TEE (i.e., 16MB). Our sub-layer partitioning method Z REE (N/A) 180
divides thi.s layer into 6 s‘ub-layers to ensure each sub-layer fits the & 42.3% ' Hiybrid (N/A) 5: a4
memory size of the mobile TEE. (Progff:SSlVe LL-TEE (54) 1104 0.31
The evaluation results on CIFAR-10 and ImageNet demonstrate pruning) Our (7) 15.23
that our approach improves the inference efficiency on various REE (N/A) Not Support
sizes of DNNs models by compressing DNN size and optimizing Unpruned Hybrid (N/A) Not Support
loading iterations jointly. ° LL-TEE (49) Not Support 0
4.3.3 Ablation Evaluation. 5 MUL-TEE (43) Not Support
Impact of Progressive Pruning. We conduct the experiment to Q>D REE (N/A) 264
gain insight on the effects of the pruning method on the overall D 75'1%_ Hybrid (N/A) 6.53 024
performance. The results are shown in Table 4 and Table 5. We ( r?ﬁ;:“; € LL-TEE (21) 48.73 ’
observe that the proposed progressive pruning approach signifi- P & Our (15) 33.62

cantly reduces the loading iterations and inference time in 3 base-
lines and MUL-TEE for both 5 models with 2 datasets. Specifically,
the inference time is 0.58s, 3.53s, 55.12s, and 3.91s for the pruned
MobileNet-V1 model on CIFAR-10, which reduces 40.2%, 10.3%,
2.3%, and 19.2% compared to the unpruned model in REE, Hybrid,
LL-TEE, and MUL-TEE. For VGG-16 on CIFAR-10, the pruning ap-
proach reduces the inference times by around 43.2%, 17.1%, 6.1%,
and 63.2% compared to the unpruned model in REE, Hybrid, LL-TEE,
and MUL-TEE. Moreover, the inference time for pruned GoogLeNet
in REE, Hybrid, LL-TEE, and MUL-TEE are 0.479s, 0.562s, 13.031s,
and 0.452s, respectively, where has 26.3%, 21.1%, 5.4%, and 52.3%
improvements over the unpruned model. We also observe the same
trend for the other DNN models when using pruning approach. The
result demonstrates the effectiveness of the pruning approach for
compressing the DNN models and improving the inference speed.

Impact of MUL-TEE Approach. We also study the impact
of the multi-layers loading method by experimenting with un-
pruned/pruned DNN models compared with the LL-TEE base-
line. For instance, for the unpruned/pruned VGG-16 model on
the CIFAR-10 dataset, MUL-TEE achieves 2.5x/15x and 3.4x/9.3x
less loading iterations and inference time than the LL-TEE base-
line. Moreover, the inference time of unpruned/pruned GoogLeNet,
AlexNet, and ResNet-50 of MUL-TEE are 12.52s/4.34s, 40.32s/8.85s,
and 25.33s/15.23s, which are 9.2x/29.4x, 1.2x/2.2x, and 5.2x/6.9x
faster than LL-TEE baseline. The result confirms the effectiveness
of the multi-layers loading method in improving the inference effi-
ciency compared to existing TEE approaches.

Impact of TEE Memory Size. In order to evaluate the impact of
TEE size on system performance, we examine the overall inference
time of our approach for GoogLeNet and AlexNet with REE, Hybrid,
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Figure 6: Performance comparison with different TEE sizes (H: Hy-
brid, L: LL-TEE, O: Our, 8: 8MB, 16: 16MB, 32: 32MB).

and LL-TEE baseline using different TEE sizes (i.e., 8MB, 16 MB,
and 32MB). Note that 32MB of TEE size is not a good practice
since it increases the level of exploitable security vulnerabilities [26,
32]. We decompose the overall inference time into two parts: 1)
CPU Execution Time which measures the time spent on computing
the DNN inference; 2) Loading Time which measures the time on
loading needed parts into mobile TEE for inference. Figure 6 shows
the results, which indicate that inferences on mobile TEE introduce
more time overhead compared with REE baseline.

We observe that the loading process introduces most of the
time overhead compared with execution time. Thus, optimizing
the loading time is a critical process for efficient inference DNNs
on mobile TEE. The results show we can significantly reduce the
loading time by 2-4 times on two DNNs with the increasing of
TEE sizes. In contrast, the Hybrid and LL-TEE cannot reduce the
loading time for GoogLeNet with the increasing of TEE sizes since
the GoogLeNet consists of 58 layers, which need to be loaded many
times. Furthermore, the results show our approach has 60% and
85% less CPU execution time compared with REE, Hybrid, and LL-
TEE baseline for GoogLeNet and AlexNet, respectively. The insight
behind the observation is that we could load more or all layers of the
pruned DNN into TEE in one iteration. The results demonstrate that
our approach is effective in reducing the inference time overhead
on the various DNNs by efficiently utilizing the various TEE sizes.
4.3.4 Comparison with Existing Studies. We compare the in-
ference time overhead with three similar existing works in terms
of mobile REE baseline in Table 6. We noticed that each work uses
different hardware and software, which will make the comparison
unfair. So, we direct derive the results from their works to demon-
strate the performance using the TEE before and after (note that
low-end devices would generate more improvement compared with
high-end devices). The results demonstrate that our works are able
to deploy the large-size DNNs on resource-constraint mobile TEE
by leveraging the proposed progressive pruning approach. While
others approaches only deploy a few large-size DNNs on mobile
TEE. We can see from Table 6 that our approach has the 3.7x infer-
ence time overhead on AlexNet, which outcomes the TrustedDNN
and DarknetTZ. We also observe that HybridTEE achieves 6.2x
inference time improvements compared to the REE baseline on
GoogLeNet. That is because they run most layers of DNNs in the
cloud server to utilize its powerful computing resources. Although
our approach has more inference time overhead, the entire DNN
is protected by local mobile TEE without the concern of network
connection issues. Moreover, our approach introduces 6.8x infer-
ence time overhead, which is greater than DarkneTZ (i.e., -0.8x)
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Table 6: Comparison of inference time overhead with existing
works that execute DNNs on mobile TEE.

Work ResNet-50  AlexNet VGG-16 ~ GoogLeNet
HybridTEE [44] NS NS NS 6.2X*
DarkneTZ [38]  -0.8x' -5.1x8 NS NS
TrustedDNN [32] NS -5.9x** NS NS

Our -6.8x"* -3.7x"* -11.2x"* -3.2x*"

*: Entire DNN in Mobile and Cloud TEE, *: A first few layers in Mobile TEE

§: Only last layer in Mobile TEE,**: Entire DNN in Mobile TEE, NS: Not Support
on ResNet-50. However, DarkneTZ only protects the last layer by
mobile TEE, which will increase the risks of adversary attacks. The
results demonstrate that our approach can deploy the various size
of DNNs on mobile TEE with a fewer inference time overhead
compared with existing approaches.

4.4 Discussion

Security and Privacy Analysis. In this paper, the entire DNN
inference process is protected by the hardware-based mobile TEE,
ensuring that attackers cannot access the DNN weight and inter-
media result to compromise the DNN inference. Therefore, our
approach is capable of defending MIA, DRA, PIA, and GAN [15] at-
tacks. We can also eliminate layers’ information exposure to attacks
(e.g., Bit-flip attacks) to recover images and texts from intermedi-
ate gradients. Moreover, we have found that side-channel attacks
on CPU cache [12] could compromise the integrity of DNNs. We
plan to explore the side-channel attack protection methods (e.g.,
Privado [9]) to protect DNN data inside the mobile TEE.

Supported Machine Learning Models. In this paper, we focus
on typical used DNNs, including convolution and fully-connected
layers. We plan to apply our approach to other Machine Learning
models (e.g., Long Short Term Memory, recurrent neural networks,
K-nearest neighbor, and support vector machine). In addition, we
could also take the state-of-art compression approaches with quan-
tization that achieve a higher compression rate to apply the more
large size of DNNs on mobile TEE.

Training and Pruning on Mobile TEE. Currently, our work
focuses on DNNs inference. We have found that it is difficult to train
or prune a DNN model inside mobile TEE since they demand signif-
icant computational and memory resources compared to inference.
We plan to explore efficient methods for training and pruning on
the mobile TEE, such as memory optimization [42] and tiny batch
size [33] training.

Efficient Decryption on Mobile TEE. In this paper, the pruned
DNN model and input are assumed encrypted and stored in REE. We
are aware that the decryption process will introduce inference time
overhead. However, existing study [26, 32, 38, 44] demonstrate that
the decryption process is practical to use and only introduces 3%-
5% time overhead of the inference time. We plan to adopt efficient
encryption/decryption algorithms (e.g., Optimal Homomorphic En-
cryption (OHE) [21]) to protect the DNN on mobile REE and decrypt
it into mobile TEE.

Power Consumption Measurements. Since energy consump-
tion is a critical factor that impacts system performance for mo-
bile devices, we estimate the rough energy consumption for our
approach compared with LL-TEE baselines by using the FLOPs
and loading time reduction, which are linearly proportional to the
energy consumption [31]. Our evaluation shows we can reduce
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2-10 times FLOPs and 8-30 times loading time reduction. Thus, the
energy consumption could be reduced by around 2-10 times and
2-30 times for CPU execution and loading processes, respectively.
To accurately measure the power consumption, we plan to use
an off-the-shelf high-precision power monitor to track the power
consumed by a mobile device.

5 RELATED WORK

5.1 Optimizing DNN Inference

Several approaches (e.g., pruning [60], distillation [59], and quan-
tization [61]) have been proposed to optimize the DNN inference
by minimizing parameters involved in the computation tasks or
memory size. Structured/unstructured pruning is one of the most
popular network optimization techniques due to its effectiveness
in reducing network complexity.

Although structured pruning achieves a relatively lower prun-
ing rate than unstructured pruning, it does not require specific
hardware platforms to obtain acceleration in practice. For example,
Zhao et al. [63] re-formulate the channel pruning problem within
Bayesian probabilistic learning to operate on a redefined scaling
factor in Batch Normalization. Lin et al. [28] globally prune the
unimportant filters across all layers first, then recover the mistak-
enly pruned filters to improve the accuracy. Different from the ex-
isting approaches to identifying the redundant parameters coarsely,
we compute and adjust the importance of the parameters gradually,
resulting in accurate pruning and reduced retraining iterations.

Furthermore, existing pruning approaches (e.g., [63, 64]) have
adopted the static memory allocation technique (e.g., tensor or array
in PyTorch) for the parameters of DNNs. As a result, the pruned
parameters still occupy the memory space and are involved in the
computation process of inference. To address the issues, researchers
developed software and hardware co-design to eliminate redundant
computation and memory costs. For example, EIE [11] proposed an
inference engine to skip the multiplication of the pruned parameters
by designing a scalable array of processing elements in memory.
ISAAC [51] reduced the multiply-accumulate operations involved
in DNNs by using the memristor crossbar arrays. Although such
works could achieve inference improvements on pruned DNNS,
they need dedicated hardware designs, which are not practical for
some mobile devices. In contrast, our work optimizes the pruned
DNNs by removing the pruned memory occupation by only using
low-level programming techniques. Thus, our approach can easily
be applied to mobile devices at a low cost.

5.2 Preserving Privacy of DNN Models

Researchers have found that attackers can leverage the memorized
information of DNN layers (e.g., memory content and address) to
infer sensitive properties about the input data, leading to severe
privacy risks [46]. In addition, the confidentiality and integrity of a
DNN model itself are subject to a variety of security threats [35].
Therefore, various security methods have been proposed to defend
against these threats (e.g., k-anonymity [27], randomized noise
addition [39], and encryption-based [45]). However, such methods
are hard to be applied to protect DNNs on mobile devices since
they involve intensive computational costs.

Recently, researchers have adopted TEE to protect DNN since it
provides better computation efficiency. However, they still have to
overcome of resource constraint of TEE on mobile devices. Along
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this direction, researchers have developed several TEE-oriented
partitioning techniques [10, 38] to partition DNN and run the part
of it inside the TEE on the mobile device or cloud server, respectively.
For example, DarkneTZ [38] runs the first few layers and the last
layer inside the TEE on mobile devices and leaves the other layers
unprotected to defend against MIA. However, attackers could still
perform DRA and PIA attacks on unprotected parts. To protect
all layers of DNNs, some works try to run the entire DNNs inside
the TEE. For example, HybridTEE [6] places the first few layers
in the TEE on mobile devices, while other layers are offloaded to
the TEE on the cloud servers. Occlumency [26] offloads the DNN
from mobile devices to the TEE on the cloud to leverage powerful
computing resources. However, the performance of these methods is
suffered from unstable and unpredictable bandwidth, which makes
this method not practical for some application scenarios. Trusted-
DNN [32] partitions the convolutional matrix into multiple small
ones and leverages the quantification method (32 bit to 1 bit) to
compress the DNN to reduce the memory demand. However, such
an approach suffers a significant accuracy drop.

Unlike these works that only focus on the partition of the DNN,
we first prune the DNN to reduce computational and memory costs
while maintaining high accuracy. Then, the pruned model is op-
timized for real-world acceleration and partitioned into multiple
parts containing as many layers as possible while fitting the mem-
ory constraint of the mobile TEE. Therefore, our approach promises
entire DNNs to be executed in the mobile TEE with minimal infer-
ence time overhead and without network connection issues.

6 CONCLUSION

In this work, we develop a novel mobile TEE-based security frame-
work to securely execute entire DNNs in the resource-constrained
mobile TEE only introducing a few inference time overheads. Specif-
ically, we first gradually prune the redundant neurons to reduce
the memory and computational cost in a fine-grained way. Then,
we deallocate the memory storage of pruned neurons in a real im-
plementation by utilizing the low-level programming technique. To
realize a minimized loading time overhead, we develop an adaptive
partition mechanism that partition as many layers as possible into
one part while fitting the memory constraint of mobile TEE. As a
result, the loading iterations are reduced compared to the existing
layer-by-layer approach. Our experiments with various DNNs and
open-source datasets demonstrate that we can achieve 2-30 times
less inference time with comparable accuracy compared to existing
approaches securing entire DNNs with mobile TEE.
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